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I. INTRODUCTION  
 

The process of autonomous navigation was created 

for A.I based robotic applications [1], to enable the 

robot for its obstacle free maneuver in a given 

environment. A method was needed that could enable 

the robot to travel in an arena on its own. However, for 

the success of this method, a huge amount of 

information was needed by the robot, which became the 

cause for new adaptive solutions, utilizing fast 

algorithms, precise sensors, multiple feedbacks etc. 

As time proceeded, the evolution of algorithms, 

through constant research, helped increase the overall 

data handling and processing speed. Information from 

multiple sensors was synchronized and processed within 

milliseconds[2], by the use of high speed controllers and 

processors, in turn providing better results, but still, the 

system lacked the overall speed, that it should had 

attained, which forced the researchers to pursue the 

study further. 

By now, this moveable robot, either differential or 

omni-directional had sensors embedded within it, along 

with or with not the primary sensing element. The use 

of camera, lidar or radar type ranging instruments came 

into use with its data either being processed within the 

robot or through some external processor. The use of 

external processing in turn enabled wireless 

communication protocols and modules to be used within 

the system.  

In addition to all of this hardware, more than one 

robot[3] had to be compensated in some way so as to 

make the system more application oriented. This 

stimulated the slave to slave communication or advance 

sensing concept for multiple robots to get synchronized 

within. 

II. LITERATURE REVIEW 

The cumbersome process of autonomous navigation 

was divided into multiple steps, including localization, 

mapping, path-planning and traversing, and each step 

had a number of solutions. 

One study recorded by Zhaoxiang Li, and Gang Liu 

[4] involved utilizing GPS (global positioning system) 

to complete the process till localization, and for the 

purpose of feedback controlled tracking. The extraction 

of latitude and longitude was carried out using visual 

studio, and was compared with destination for further 

control instructions. The result had deviation both in 

terms of movement as well as reached node. 

S. Shojaeipour et. Al.[5] used a webcam for 

autonomous Navigation. He placed the webcam on his 

robot and used the MATLAB image processing toolbox 

for planning an obstacle free path. He planned the path 

using the Cell decomposition method in which the 

position of obstacles was identified and cells 

corresponding to that location were eliminated and the 

path was planned from the remaining cells. 

Eric Royer et. Al. [6] used a similar approach as he 

mounted a webcam on his vehicle, but it required the 

mapping of surrounding prior to the autonomous 

navigation. The mapping was done by manually 

navigating the vehicle around. The map was saved by 

the robot and was used later to plan the path from one 

point to another. The camera was used to dynamically 

localize the robot which was used for tracking of the 

planned path. 

   One of the most important step for Autonomous 

Navigation is path planning Norlida Buniyamin[7] 

presented a comparison of several Path planning 

algorithms and their pros and cons which were 

supported by various simulation results. 

  Another approach utilizing GPS and laser scanners 

was given by Y. Morales et. Al.[8] for outdoor pathway 

vehicles. The method employed built in map and results 

from various local sensors to process within laptop and 

generate the corresponding actuated signals. 

  H. Grewal[9] designed a wheelchair for patients 
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suffering from arthritis or neuron degenerative diseases. 

It used a lidar sensor to map out the environment around 

the wheel chair. Lidar and encoder motor was also used 

to autonomously navigate from one point to another. 

ROS environment was used to extract and process the 

lidar and odometry data. 

  David J. F. Vaz et. Al. [10] designed a navigation 

system to navigate the robot over a predefined path. It 

used a GPS sensor, odometry data and data from IMU 

to successfully navigate the robot to its destination 

III. METHODOLOGY 

a. localization and mapping:  
   The camera was placed at the roof. Firstly an image 

was taken without the robots and obstacles. This image 

served as the reference to locate obstacles. For 

localization of the robots a tag was placed on both the 

vehicles. These tags are used to extract the position and 

orientation of the vehicle from the image. Since the tags 

were black and white, therefore it allowed us to 

eliminate the complexities of color image processing. 

For mapping out obstacles the image was compared to a 

reference image and the resultant image was divided 

into grids and averaged over a single grid. After 

averaging a grayscale threshold was set and image was 

digitized to 2 colors only.  Since the vehicle consisted 

of several grids in the image therefore the grids adjacent 

to obstacles were also considered as obstacles. Finally 

the coordinates of vehicles were masked into the 

resultant image to produce a final map. This map 

included the position of both the robots and how 

obstacles were placed around the robots 

b. path planning 

Path planning for both the vehicles was done by 

using A* algorithm. For each node 4 of its adjacent 

nodes were considered as its neighbors so robots can 

only take 90 degrees turns. For the optimization of 

algorithm priority queue was used as the data structure 

for maintaining the adjacency list of the expanded nodes. 

As the A* algorithm tends to go for the node which 

minimizes its cost function, therefore it is really 

important to select your heuristic function to optimize 

the Algorithm. Manhattan distance was used as the 

heuristic function because the robot was allowed to 

move in four directions only. The shorter of the two 

path is conveyed to its corresponding robot. The path is 

split in such a way so the vehicle can move grid by grid.  

c. path tracking  

   The real task was to improve the accuracy of path 

tracking with a considerable increment in the speed of 

vehicle for that purpose the Encoder DC motors were 

used for linear motion and to make sure that the vehicle 

is moving straight MPU6050 was used. When the 

vehicle started moving the initial value of the Gyro 

sensor was saved as a reference and using that value the 

deviation in the angle of vehicle was monitored. The 

speed of both the motors were varied corresponding to 

the deviations in the angle so as to keep the robot. 

Moving in a straight line. For each 90 degrees turn 

the Gyro sensor tried to turn 90 degrees but due to the 

inaccuracy of Gyro it was rarely able to complete its 90 

degrees turn. Therefore a discrete feedback from camera 

was taken after every attempt by the robot to turn a full 

90 degrees and a control signal was generated 

proportional to the error which compensates for the 

inaccuracy of gyro sensor. During the path tracking if 

any dynamic obstacle was introduced into the system 

and it intercepted the path of robot then the robot stops 

and the process was repeated to plan a new path. The 

dynamic obstacle was identified by the ultrasonic sensor 

placed in front of robot. 

IV. RESULTS 

The images were obtained using IP camera and were 

processed on a Linux based system. Fig 1 depicts the 

original image which is to be processed. A reference 

image was taken prior to that image which excludes all 

the obstacles and robots. 

 

 

 

Fig 1 Real time image prior to processing. 

 

 

 

  Fig. 2 Resultant image after localization and 

mapping. 



  

 

 

 

Fig. 3 Planned path for vehicle 1. 

 
 

Fig. 4 path planning for vehicle 2. 

 

 

Fig. 5 path tracking for vehicle. 

Fig 2 delineates the processed image after the 

localization and mapping process therefore it includes 

the position of obstacles and the robots. Fig 2 is further 

processed separately for both the robots. Fig 3 and Fig 4 

delineates the planned path for robot 1 and robot 2 

respectively. Since the path from Figure 3 is smaller 

therefore Robot 1 will transverse towards the 

destination. Fig 5 delineates the trajectory of the vehicle 

over the planned path. The trajectory of vehicle was 

mapped out by using video stream of roof mounted 

camera. Fig. 6 is the trajectory of path from the study of 

David J. F. Vaz et. Al.[10]. In comparison to our study it 

has the trajectory of robot over a larger distance. The 

length of rectangle in Fig 6 is 25m and width is 

15m.The green line represents the ideal path whereas 

the red line represents the actual trajectory. 

   

  Fig.6 Trajectory of path using Kalman Filter algorithm [10] 

Table 1 Deviation of trajectory from planned path. 

 

 

Cell Number 

Deviation 

from Desired 

position (cm) 

1 0.75 

2 3 

3 3.375 

4 4 

5 3.5 

6 3.125 

7 2.625 

8 2.125 

9 2 

10 1.75 

12 1.625 

13 1.625 

14 0.625 

15 4.8 

16 5.32 

17 4.5 

18 4.75 

19 4.75 

20 4.275 

21 4.15 

22 4 

23 3.378 

24 3.378 

25 4.25 

26 3.875 

27 3.375 

28 2.875 

29 2.375 

30 2 

31 1.5 

32 0.625 

 

 



Table 1 represents the deviation in the planned path 

for each grid that was present in the planned path. The 

deviation or error is measured form the center of the 

grid. 

Fig 7 and Fig. 8 shows the deviation chart or the 

absolute difference of the robot from the ideal position 

for this study and the study made by David J. F. Vaz et. 

Al.[10] respectively. Although the latter corresponds to 

the experiment done on a large scale, there is a 

considerable difference in the accuracy of both the 

approaches. The results produced from the approach 

presented in this paper has the maximum deviation of 

5.32 cm from desired position. Whereas Fig 8 shows 

that the maximum error is 130cm in the approach 

adopted by David J. F. Vaz et. Al   

 

Fig. 7 Graphical representation of Deviation in 

trajectory. 

 

Fig. 8 Deviation chart for David J. F. Vaz et. al.[10]study 

V. CONCLUSION 

The main aim of this study was to improve the speed of 

system without considerably effecting the accuracy of 

the system which was achieved by the feedback from 

local sensors instead of continuous feedback from 

overhead camera. The IMU sensor and encoder motors 

were used as the local sensors. The results obtained 

from this configuration were reliable. A comparison was 

made with an existing approach which further reaffirms 

the reliability of the approach. Further improvements 

can be made by replacing the DC encoder motors with 

stepper motors. The vision of camera limits the area of 

operation of robots to a certain region which can be 

increased by using multiple cameras and then using 

image stitching algorithm to eventually end up with a 

single image to be processed. 
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